Chapter 5.
1 Tpality

In finding the minimum of an objective function with more
columns than rows in its constraint system 1t is converient
to uze the notion of Duality.

Find the minimum of an objective function

5 P = C.r
subject toc the constraint system

{2 ¥ e,

"

b

where all components of r are requireé to be positive. The
dual pey be written: Find the maximum of the objective
funetion

(3 ) 8 = b.U
subject to the constraint system

ot

(4] .E..Uz':

where £ 1is the tranepose of A that is A with its rows and’
cclumns interchanged. Cne could write { 4 ) =2s

{ 5 ) (. I
Multiply { 5 ) on the right by r dot and get

(&6 ) Uil i = Ca® = P



€3

The left siaes of [ 6 ) and ( 7 ) are egual in the limit and
thus

(8 ) F =

L

or Minn P = Max B

For problems where the min. constraint kas far more coclumns
than rows the dual S is much easier to solve than the Primel P
as we shall illustrate with numerical examples and otherwise.

After one has founa U then 2 of the Dual ore has to find
the corresponding r of the Primal F, which is equel to the 5
of the Dual, We shell find r for a number of illustrative ex-
amples, It is always easy %o get on & vertex of the pcolyhedron
of constraint in problems of maximization.

In ordinarv minimization problems where the number of rows
and columns in the censtraint syster are not too different
and where at least one eclumn has all positive entrants it le
easier to go with the Primal and then one gets the r of the
Primal in the process. Even when there is no column with all
positive entrants one may want to go with the Primel, using
an [ ersatz )} function which will be defined later. & lot of
practice will help one to make the choilce between the Primal
and Dual., ZIxperience is a great teacher.

Henceforth P will be used as the primal objective function
and § that of the dual; » the primal vector and U that of the
dual.

¢ ie the cost vector in the orimal system and b, from the
system, is the cost vector in the dusl. This is obvious from
equation { 3 }.

Find the minimum value of the objective function:
P = 3%+ 9% + 9% + l4x, + 23X + Xg

subject to the constraint systerm

(g) =2 i £, + Xy 4 i Xg + Xg = 4

The mutation tzble following gives :

T = o + ] - 2 - a1 + o] + 3}
P = C.r = 32 = nin:
A = + - - -
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The dual solution is easy:

U = 4 % By index ( 5, & }
S = b,U0 = (3 + 4).(4 + 5) = 12 + 20=732
P = C.r = 18 + 14 = 32
P(min } = 85 {(max) = 32

FOr a sketch of the polyhedron of constraint of the max,
of this problem see Fig, 15 where all its vertices are cal-
culated.

We notice that r, in the G. T. has just two components
that are non-zero wh;ch is the zame as the number of rows
in the A matvix, nemely 2. Ie the number of non-zZero CORpOHR-
ents in the nin vector always equal to the number of rows in
the 4 matrix? We also notice that tThe numbers in the final
index for U are associated with the € components 9 and 14.
From the @, T, we read the pin primal vectoe:

T = 0 & o x & ox X o+ 8 £ 0

!

Je wonder whether we can read the r vector from the sol-
ution of the dual and vice versa without an actusl scolution.
%e shall soon look into this possibility.

Crne would not want to use the duzl on a min problem whose
constraint system had more rows than columns.

From observed patterns it seems that r and U final have
the same number of non-zeroe componenths.

The numbers in the fimal index of U tell us which com-
ponents of C they are asscciated with and thus which compo-
nents of r are non-zero, With the equation

B uH »w Bal

known we use one or more of the eguations below n in the primal
as exact and solve for the components of r. We illustrate with
the example just worked,

From the index of the dusl we have the numbers { 5 ) and
{ 6 ). Looking in the constraint system of U we see that { 5 )
ané { € ) are assoclated with components 9 and 14 of C which
are associated with components x, snd x, of r. Ve may nov
write: g 4
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e

3 4

G-r = _c_,'f 1-1 “+ ld- 4 = EE
3 i

We put the r above into { 7 ) of matrix A and get

X + x =

3 4 7

Bolving the lasi w0 eguations we get Xy = £y “4 = il
¥ o= B F F % 2 % ‘L 2 B ¥ 9

which agrees with that originally calculated.

If we had used ( 8 ) instead of ( 7 ) we would have had

g 3
- xr_;i + 14 xd = }2
Xy + e X4 = 4

from which we azain get x} = 2y X, = 1

These answers also satisfy { 7 ) and ( 8 ).
We row do another illustrative example, Minimize:

P

A Xy o+ EKE + 3x3 + B X,

gubject to

) X; 312 & 213 - 4x = 12
- Exl +  ®y o+ 5x3 +: 12 X, = 10
} 3%, = 4x, + 6xg + Bxy = 24

The 3rand Takle solution is:

r = (0D + 12 «+ 60 + 0 )/13

s T o= B Agex § h % X 40

The dusl is: maximize

o = b W = 12 U, 4+ 10 U, o+ 24 u;



subject to

(.4} iy = 2wy o+ Fouy < 4
{5 X i ; -
{ & 3 2uy + Hu, + 6 oug - 3

LY 1 " e
T 3 -4w + 2u; + Buy - A

4 Grand Table solution for this is
U = (24 + 0 5 1/26

= b . T = 15T index {( 5, &, 2 )
One can now write r as
r = ) + o + x3 - 0
i — P xE + 3 x$ — 1:»?

3%, +2 Xy o= 12, asee {5 ) of A,
The solution of the last two eguations is:
X, = 12/13, x5 = €0/13 then

r o= {0 + 12 + €0 + 0 }/13
agreeing with *hat opreviously calculated by the G, T.

Ve shell npow ook at the celculation of the r wvector from
the dual data in & elightly different manner:

Minimize the obkjective function
F & C:ar

subject to to the constraints
A.r = B

The duzl is maximize the objective function
5 = B9

subject to the constraints



e solve the cduslgetting an index which ftells us which
comporients of r are nor-zero. From this index we can con-
gtruct a square matrix Aﬁ formed from the equations whose
numbers are in the index, We can then write:

-1
T = fxo,b

From the U index we get A and from this we get A, .
From the U index of the first illustrative example we got

(5 ) it + 1T, = 9

(&) 10, # 29, = 14

from which we obiain

FD = 1 + 1 A = 1 4+ 1

¥ @ 1 + 2

b = 35 + 4 Eal = 2 = 1

-1 + 21

o = Aal, B &= 0 i wp o I % 0 o B

which is the same =5 thet eczslculated in the selution of the

primal.

From the U index of the second illustrative example we
heve T .5, 6, 2

{8 } 53Uy + 10, - 40y = 2

(6 ] 2Uy + 5U; + 6Us = 3

£ & ] 00U, - 10U, + t; = 0

& = T o+ 1 = &3 A = 3 o+ 2 %0
2 + 5 + 6 L + 5 = il
o0 - 1 + 0 -4 + & + 0

Ay = 3 o+ 0 - 1)/13, b= 12410 + 24
( & + O + 3 )/26
E g - B 134
r = A3 B = (12 + 60313= (0 + 12 + 60

which is the same zs that czlculated from the primal.
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We only neeced the x. and ®g components since the others
were 0, In the last problems we have shown how to find the
primal min, vector r when we had given : A, b, e, U, and the
the index of U. Can we find U when we are given 4, b, e, r,
and the index of r ? In the las% problem:

€ = 3 + 9@ + 9 +734& + 2 4+ 1
r = 0 + O + £ + 1 + 0O + 0
= 1 % & + I # 1 = 2 = 3
-2 - 1 4+ i =+ 2 + 1 + 1
B o= 5 4+ 4
S o= g o+ 1z
AO= I + 3

1 +« 2
<3
AG = 2 =1

-1 + 1

=, S
Uzcﬂ.ﬁkaa—#+5

vhich checks with the previcus ealculation,

The more practical side is to be able to go from U %o r
since one cegn always essily get on the polyhedron of con-
straint in maxirmization problems.

In the second illustrative problem:

3 = £ + 2 % F o+ B
r =( 0 +12 ~€63 -~ 0O )

A = 1 + 3 % 2= 4

-2 4+ 1 &+ &5 4+ 2

3 - 4 + b + 8
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A

-4 + 6 4 + 3
T = Cuedy” = (2 + 3) 6 <2 = (22+5)/
4 + 3
= ( 24 + 0 =+ 5 }/26.

The ( 5 ) end ( 7 ) correspond te the x; and xg in the
A matrix,

The number of compeonents in U is the same as the number
of rows in matrix A. In the last case there sre 7 rows
in & ard thus U must have 3 somponents, Cn this topic
we do a final illuetretive example: IMinimize

F = e x, o+ 3 X,

subhject to:

-1x + B Xy o= 12
5 Xy - 1x, = i1
1x + 1x = 1
1 x, Z2 X = : 1 e

The dual is maximize

o = 12 + A u, + T Uz + 11 u

3

gubject to

The solution for U is

. 1), Index (5, 6, 1, 2 )

fl
o
+
o2
+
=
+



ILD = I 4+ 21

1 + 2
g = nal . B
P = c ., T

which is the same as

.!!LD= 2 = 1 B = 7
-1 + 1 11

= o T

= (2 + 3).(3 + ¢) = 18

that obtained from the dual. This agree-

ment gives credence to the correctness of the theory.



